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AIISTRAC’1’

. A . !..

T’hc sole mission function of the TOPl  lX/POSIIIIlON Microwave Radiometer (’I’M]<)

is to provide corrections for the altimeter range errors induced by the highly variable

atmospheric water vapor content. The three “1’MR frequencies are shown to be near-

optimum for measuring the vapor-induced path delay within an environment of variable

cloud cover and variable sea surfidce flLlx background. After a review of the underlying

physics relevant to the prediction of S-40 GIIz nadir-viewing microwave brightness

temperatures, we describe the development of the statistical, iterative algorithm used for the

TMR retrieval of path delay. Test simulations are presented which demonstrate the

uniformity of algorithm performance over a range of cloud liquid and sea surface wind

speed conditions, The results indicate that the inherent (perfect observable and physical

models) algorithm error is less than 0.4 cm of retrieved pa[il delay for a global

representation of atmospheric conditions. An algorithm error budget is developed which

preciicts an overall algorithm accuracy of 0.9 cm when mode]ling  uncertainties are included.

When combined with expected TMR  antenna and brightness temperature accuracies, an

overall measurement accuracy of 1.2 cm for the wet troposphere range correction is

predicted,



I. 1NTKODUCTION

Satellite microwave radiometers have been successfully used to monitor the temporal

anti spatial variations of sea surfi~ce  and atmospheric properties on a global scale since the

launch of the Soviet Cosmos-243 instrument in 1969, “l’he retrieved properties have included

temperature profiles [1,2,3], soil moisture [4,5], sea ice [6,7,8], snow cover [9,10], and, over

the open oceans, rain rate [1 1,12,13], atmospheric vapor [14,15,16] and cloud liquid [17,18],

sca surfidce temperature [19,20], and wind speed [21,22,23], CJrOdy [24] provides a cornplcte

review of past, present, and planned future satellite microwave instruments, including their

oper:itional  characteristics and applications.

C)ne of the satellite-retrieved properties, the atmospheric water vapor burden, is a major

source of uncertainty in ranging measurements through the earth’s atmosphere duc to its

effect on the index of refraction. Signal propagation delay due to water vapor is highly

variable with time and location, producing range measurement errors of - 3-45 cm if

uncorrected. For satellite radar altimeter measurements of sea surface topography, the

instrument-related ranging errors are now down to the 2-4 cm level [25]. Thus, precise

estimates of the vapor-induced range corrections are clearly required to fully utilize the

current altimeter technology.

The first satellite sea-level altimeter measurements were obtained from the SeaSat

satellite, launched in 1978. The satellite also included the Scanning Multichannel Microwave
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R a d i o m e t e r  (SMMR).  “1’he SMMR was designed to map a variety of sea surfi~cc and

atmospheric properties, including vapor burden, with almost complete global coverage on

a 24 hour time scale [26]. It operated in a conical scan mode with constant 42 degree

displacement from the nadir direction. Its usc for providing a time co-located range

correction for the nadir viewing altimeter was limited by the large spatial decorrelations  of

water vapor over S00 km distances.

An alternative method for providing temporally and spatially co-located range

corrections for satellite altimetry ttleasurements  is the use of climatological  models

constrained by real time measurements of the critical atmospheric parameters from a global

network of radiosondes and weather stations. The GFC)SAT  altimetry mission, which does

not include a companion radiometer, has used the PERIDOT climatological  model of the

l;rench  Meteoro]ogie  Nationale  to provide range corrections with estimated accuracy of 10%

[27]. l-he major drawback to the use of the climato]ogical  models for satellite altimetry

range corrections is that the network interpolation errors can be large for anomalou!

conditions such as regions of weather fronts and high convective activity.

Advances in altimeter instrumentation have stimulated satellite missions which include

single purpose microwave radiometers designed specifically to provide the altimeter range

correction due to water vapor. The radiometers are nadir viewing and co-aligned with the

altimeters. The  European ERS-1 satellite, an altimetry mission launched in 1987, includes

a radiometer operating at 23.8 and 36.5 G}lz  which is designed to provide vapor-related
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range corrections with 2 cm accuracy [28]. ‘1’hc “l’OI)I;X/Poseidon  altimetry satellite,

launched in August of 1992, includes a three-channel (18, 21, 37 GIIZ)  nadir viewing

radiometer (TMR), designe(i to provide range corrections due to vapor with 1.2 cm accuracy

[25]. P]ans for GIIOSA-I’, 11}{S-1, and “1’OPIIX follow-on altimeter missions also include

nadir viewing radiometers for the primary purpose of providing corrections to the altimeter

range rneasuremcnts.  In addition to vapor related retrievals, these radiometers will also

provide valuable data related to c]ouci liqui(i abundance and, possibly, sea surface win(i

speed.

‘lThc remainder of this paper addresses the development of the algorithm for the

retrieval of vapor related range corrections from the TMR brightness temperature

measurements. Algorithms related to the TMR antenna temperature calibration [29] and

antenna pattern correction [30] arc discussed in companion papers within this volume.

Because instruments similar to TMR will be used to support future altimet~  missions, the

physical basis for interpreting 5-40 Gllz nadir, ocean viewing satellite radiometer

measurements will be presented in Section II. 3’his section will begin with the fundamental

concepts relating water vapor abundance to signal propagation delays, then describe the

basis for relating water vapor and other atmospheric and sea surface properties to the

satellite microwave measurements. Section 11 concludes with an analysis of the relative

sensitivities of the 18, 21, and 37 Gllz 3’MR channels to relevant atmospheric and sea

surfidce properties.



Section 111 begins with :i brief discussion of the advantages and limitations of different

types of algorithms which have been  LIsed for atmospheric and sea surface property

retrievals using satellite microwave radiometers. ‘l’he algorithm developed “<lr retrieval of

the ‘1’CI}’IIX wet troposphere range correction is then presented, along with simulation test

results. Section 111 also includes an analysis of two-frequency retrievals which is relevant

to cost versus performance issues for future  altimetry missions. In section IV the algorithm

and overall range correction error analysis is presented in cor~junction  with the plans for

post-launch verification. I’his analysis evaluates the total error for the TMR wet troposphere

correction ami incorporates the radiometer calibration and antenna pattern corrections

discussed in the companion papers [29,30].

11. BACKGROUND PHYSICS

A. Vapor-induced path delay

I’he effects of all atmospheric gases on the propagation of a signal through the

atmosphere, expressed as a range correction, or zenith  path delay, is the difference between

electrical and geometrical path length for the range signal:

PI] = J:(z)dz - S = J?n-l)dz  = 10-6 ,&(z)dz
o 0 0

(1)

where n = the refractive index along the ranging signal path,
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S = the atmospheric hcigh( above which propagation effects

arc insignificant, and

N = the refractivity, defined to be the difference between

the index of refraction in the atmosphere and in vacuum,

in parts per million.

‘I-he refractivity may be expressed as the sum of “dry” (hydrostatic) and “wet” (vapor-

induced) components [31 ] in which the dry component depends only on surF~ce  pressure and

the wet component is proportional to vapor density divided by physical temperature. Based

on the measurements of Boudouris  [32], the wet refractivity component due to vapor is

N, = 1763 * pv/T (2)

yielding a vapor induced path delay component given by

PDV = 1.763 * 10 -3 &v/T)dz (3)
o

where Pv = vapor density in g/m3, T = physical temperature in Kelvins, and z is in meters.

Extensive evaluation [33] of the experimental and theoretical determinations of the vapor

induced refractivity component indicate that the relationship expressed in (3) is accurate to

the O.S% level. At microwave frequencies < 30 GIIz, the vapor induced refractivity

component is non-dispersive and the path delay expressed in (3) is frequency-independent.
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The wet path  delay  also includes  a srmill component due to cloud liquid when present. To

sufficient accuracy, the Iiqui(i contribution can be represented by [34]:

PIJ1 = 1.6 * 1., (4)

where 1., is the integrated liquid in mm. I-ypically,  for non-raining conditions, 1,, < 1.5 mm

so that PI), rarely exceeds 1 % of PIIV. }Iereafter,  unless otherwise noted, the term path

cielay (P])) will refer to the vapor induced component, equation (3).

Since - 9S% of the atmospheric water vapor resides in the lower troposphere (z <5

km), where average temperatures are typically in the 270-290 K range, the path delay is

primarily correlated with vapor burden, V,= 1P, dz, and is highly variable with time and

location. The correlation is shown in Fig. 1, based on integrations of radiosonde  data from

low, moderate, and high humidity sites. “l’he upturn at low vapor conditions i$ indicative of

the magnitude of the temperature effect in (3). Dry conditions are correlated with low

tropospheric temperatures while the highest vapor conditions require high temperatures to

hold the large amounts of water. It is clear from Fig. 1 that with a vapor-dependent

correction, path delay can be accurately determined from satellite measurements which are

sensitive to the atmospheric vapor burden. The satellite brightness temperatures correlate

with path delay through the absorption/emission properties of water vapor, as revealed in

the equation of radiative transfer.
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l;or a non-scattering (no rain) atmosphere the microwave flLIx measured by a satellite-

borne radiometer canbc  expressed as abrightness  temperature which isconsiderecl  tobe

thcsumofthree  frequency (v) dependent conlponents  [24]:

-r,,(v)  = T“(v) + Tc(v)c-’@) + Tr(v)c-’(”)

where 7(v) is the opacityfrom  the earth’s surface to the satellite altitude, H,

T(V) = h(7.)d7
o

(5)

(6)

and O(Z) is the frequency dependent atmospheric absorption in nepers/krn.

TU(V ) is the contribution from the upwel]ing  radiation of the atmosphere, integrated from

the surface at z = O to the satellite height at z= H:

Tu(v)  =’h(z)a(z) c;a(’’)d”dz
o

where T(z) is the atmospheric temperature in Kelvins.

(7)
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Ilqu:ttion  (7) simply states that the atmosphere’s upwelling  contribution is the sum of the

upward emissions at each height [’l’(z) a(z)],  attenuated by the absorption of the intervening

‘a 7J)d/’a t m o s p h e r e  [e~-  ( ] .

“I’c(v ) is the flux emitted by the surfidce and can be simply expressed as the product of

an effective emissivity, E(v), and the surface temperature, 1’,:

l’,(v) = c(v) T, (8)



background contribution, 1’,, is fre(~~lcllq-cieperlcient  to account for departures from the

Rayleigh-Jeans  approximation [3 S].

A useful approximation to the upwelling  and ciownwelling  atmospheric radiation is valid

when a large fraction of the emission originates in the lower troposphere. By assuming a

constant, effective radiating temperature, commonly referred to as “J”,rr, the ra~iiative  transfer

equations (7) and (9) can be simplified to

I’U(V ) = ~’eff(l  -e-7(v)) (7a)

and

T,(V) = [T, f~(l-c -7(V)) + “]’, ~
-7(”)] [1-c(v)] (9a)

For  the frequency range 5-40 G1 Iz, and a TCf~ = 280-285 K, the errors in the above

approximations rarely  exceed 3%.

l:or

and

the low opacities at the frequencies of interest, the approximation that the upwelling

downwelling  components are equal is accurate to the tenths of a degree level  in

brightness temperature. Taking the approximation one step further, to first order in T(V),

we have, omitting the explicit frequency depen(iencies:

I“u = Tcf( * 7 (7b)
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‘r, = ‘reff * T * []+(]-6)( ]-7)] + TC(l-E)( l-2?) (w)

lJsing  “I’cf( = 285 K, (7b) and (9b) can be used to quickly assess the effects of opacity

variations on satellite brightness temperatures. “1’he approximations overestimate the satellite

brightness temperature contributions from the atmosphere by - 1%, 570, 10%, and 2096 for

T values of 0.01, 0,10, 0.20, and 0,S0.

The satellite-measureci  microwave brightness temperature, as expressed through

equations (5)-(9), is seen  to depend on four variable properties: the atmospheric

temperature and absorption profiles, and the surface temperature and emissivity. The

absorption profiles, in turn, depend  on the highly frequency dependent properties of three

atmospheric components: oxygen, water vapor, and liquid water suspended in clouds. The

oxygen is well mixed, with absorption properties completely determineci  by the pressure,

P(z), and temperature profiles. The vapor and liquid abundances are highly variable, with

absorption properties dependent on ternpcrature,  pressure (vapor only), and component

densities [pV(z),

two surface and

PI,(z)]. Thus, in general, the satellite microwave measurements depend on

four atmospheric profile properties: T,, E(v),  T(z), P(z), PV(Z),  and p,,(z).

The capability for retrieving any of these properties from satellite measurements is

determined by the atmospheric absorption spectra, For example, at frequencies near the 60

GHz oxygen absorption peak, the opacity is sufficiently high (~ >> 1) that the surface flux
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and emissions from the lower troposphere

measurements are prirmirily diagnostic of

are not “seen” by a satellite radiometer, and the

the temperature profile in the stratosphere and

upper troposphere. At frequencies from 5-40 GH7, the opacity is sufficiently small (0.01 <

7 < 1.0) that contributions from both the surface and atmosphere are significant, with the

atmospheric component heavily weighted toward the lower troposphere where the bulk of

the water vapor and all

atmosphere is essentially

of the liquid  water reside. At frequencies below 5 GIIz, the

transparent (7 < 0,01) so that radiometer measurements are

primarily diagnostic of surface properties,

In the remainder of this section, the diagnostic capabilities of open ocean satellite

measurements in the frequency range S-40 ~J~]Z will be assessed, with the ultimate purpose

of demonstrating that the TMR frequencies are near optimum for estimating water vapor

abundance, liquid water abundance, and surfi~ce  winds. The approach will be to begin with

a description of the atmospheric absorption spectra, separated into the components due to

oxygen, water vapor, and c]oud  ]iquid.  The component spectra will then be converted to

opacity spectra for a nominal atmosphere to illustrate the relative contributions of each

component to the upwelling  and downwelling  atmospheric fluxes. The sea surface emission

spectral properties will next be examined and the individual contributions of the surfiace flux

and atmospheric oxygen, vapor, and liquid emissions to satellite brightness temperature

spectra will be compared. Finally, sensitivity spectra will be developed which illustrate the

relative response of the satellite measurements to representative

atmospheric and sea surface properties.

variations of the
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C. Absorjjtiott Modeh

I’hc following models have been adopted for the atmospheric absorption properties c)f

oxygen, water v:ipOr, and suspended clOud liquid.

I:oroxygen,  anmdified version ofthenmst  rccentmodel  ofI.iebc  and Roscnkranz  [36]

is used for the 5-40 Gllz range,  The I.iebe-Rosenkranz  (I.-R) model is based on extensive

laboratory measurements of the absorption parameters for the cluster of overlapping,

pressure broadened lines between 50 and 70 GHz.  The effects of the oxygen absorption

features at 118 GHz and higher frequencies are also included in the model. The I -l? model

reproduces the laboratory absorption measurements with accuracies better than 2% for

lower troposphere conditions over the 50-70 G}lz  spectral range. At higher altitudes, where

the lines are resolved, the absolute model accuracies are at the 0.01 neper/knl  level.  For

frequencies less than 40 GIlz, the oxygen wing absorption falls below the 0.01 neper/km

level, and the fractional accuracy has been difficult to determine. Based on recent 31 GIIz

brightness temperature comparisons between ground-based radiometer measurements and

calculations from radiosonde data [37], the L-R model predictions appear to be - 7% low

at 31 Gllz. This result is consistent with other, more extensive radiometer-radiosonde

comparisons [38] and high altitude (3.8 km) radiometric  measurements at 33 GHz [39].

Based on these results, we have adopted an oxygen absorption model equivalent to 1.07 x

1.-R for the S-40 GHz region. The 7% adjustment at the low levels of the < 40 GHz

absorption is not unreasonable, considering the uncertainties of the far wing absorption for
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oxygen lines (Rose  nkrany, persona] conl[]]l]r~ic:ition).  Based on the comparison ciatti, wc

estimate an uncertainty of 5% for the adopted 5-40 GHz oxygen absorption model.

I:or vapor we use the 1987 model of 1,iebe and I,ayton (40), with a + 894 acijustment,

also based  on the radiometer- radiosonde  comparisons [37,38]. ‘l’he model  uses the Van

Vleck-Weiskopf  line shape [41] to compute the pressure broadened 22.2 GHz water vapor

resonance absorption, with wing contributions from higher frequency absorption lines and

an empirical “continuum” added. The continuum term accounts for discrepancies between

measured and modeled vapor absorption in window regions of the microwave spectrum [42].

The + 89’o adjustment is based mainly on the 22.2 G}lz  radiometer-radiosonde comparisons

[37] and is also consistent with the only available laboratory measurements of the 22,2 GHz

absorption feature [43]. Based on the accuracies of radiosonde humidity measurements and

the consistency of the model with independent radiometer-radiosonde  comparisons, we

estimate a 4% uncertainty for the adopted vapor absorption model,

For suspended cloud liquid droplets of ra(iii < 100 microns, the Rayleigh approximation

can be used to calculate the 5-40 GHz absorption to an accuracy of several percent [24].

I“he absorption is proportional to the C1OUCI liquid density and depends on the temperature-

varying properties of the dielectric constant of water. For the TMR algorithm modelling,  we

have adopted the liquid absorption model of I.iebe  and Layton [40]. Comparisons with other

liquid droplet absorption models reveal differences at the S% level or less.
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Il. A ttnosphrric  A bsorptiml  Spectra

‘1’o illustrate the relative importance of the absorption components with altitude, 5-40

G} Iz spectra have been computed for nominal atmospheric profiles of temperature, pressure

and vapor density which are representative of mid-latitude open-ocean conditions. I;or this

model, sur~ace  values of T = 300 K, P = 1013 rnb, and pv = 15 g/m3 are assigned.

temperature decreases with allitude  with a lapse rate of 7 K/km to the tropopause  at

km, then is held constant at 220 K to the top of the. atmosphere. ‘1’he pressure varies

hydrostatically, I’he water vapor decreases exponentially with a scale height of 2 km. The

resultant value for integrated

global values (0.3-7.0 cm).

vapor, VT = 3 cm, is near the mean of the expected range of

I;ig. 2 shows the computed absorption component spectra for various heights in the

troposphere, The 5-40 GHz oxygen spectra vary little with atmospheric conditions, increasing

by - 1 Yo for each 1 K decrease in temperature in the troposphere. For moderate vapor and

cloud-free conditions, it is seen that vapor is the principal absorber from 10-40 CJHZ in the

lower 2 km of the troposphere. The contribution of vapor (relative to oxygen) remains high

throughout the troposphere at frequencies close to the vapor absorption line center due to

pressure broadening. Variability in the total vapor abundance will amplify the model

spectrum by a factor ranging from - 0.1-2.0.

‘1’he

11.4

At altitudes where clouds are present, liquid water absorption will dominate at all
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frequencies over the 5-40 G}iz  range. ‘l”he d:ished spectra assume a liquid water density of

2 g/ins , typical of well developed cumulus clouds [44]. “l’he variation with :iltitude  is strictly

a temperature effect. “l’he effect of suspended liquid on satellite brightness temperatures

will, of course, depend on cloud thickness,

To assess the relative contributions of the component absorption spectra to satellite

brightness temperatures, integration through the atmosphere is required to produce opacity

spectra for the nominal atmosphere (Fig, 3), l-he oxygen spectrum, nearly invariant with

atmospheric conditions, contributes - 2-15 K (equation (7 b)) to the upwelling  and

downwelling  brightness temperatures over the 5-40 GHz range. For cloud-free conditions,

water vapor clearly dominates the atmospheric emission near the 22.2 GHz resonance. Due

to pressure broadening, the vapor opacity spectral peak can be narrowed or flattened

depending on the height distribution of vapor, As will be shown in section II-F, the pressure

broadened vapor feature weakens the correlation of brightness temperature and vapor

burden at the central and wing frequencies of the 22.2 GHz line.

The cloud opacity spectra shown in I:ig, 3 are for 1 mm of integrated liquid at 2

different altitudes. At the TMR 37 GHz channel, 1 mm of cloud liquid will add -25-45 K

to the upwelling  and downwelling  atmospheric fluxes, depending on cloud height. The strong

dependence of liquid absorption on temperature causes large uncertainties in cloud liquid

retrievals unless the cloud heights can be independently estimated.
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‘l’he reflected brightness temperature component (equation (9)) will, in general, include

contributions from a distribution of downwelling  angles, weighted by the hi-static scattering

coefficients of the surface [45]. l;or the sea surface, roughness at all scales must be

considered, as well as emissivity variations due to the presence of foam. Both the roughness

and fractional foam coverage are strongly correlated with the wind shear at the sea surFdce-

atmosphere interface. Because friction velocities are difficult to measure directly, wind-

induced effects on the sea surfidce flux are normally correlated with the wind speed at a 20

m reference height [46].

For roughness due to large-scale waves, the scattering coefficients can be computed by

modelling  the sea surface as a Gaussian distribution of tilted facets, each scattering into the

view angle  according to F’resnel reflection. Using the Cox and Munk [47’] sun glitter

experimental ciata relating the alongwind  and crosswind sea surface rms slopes to wind

speed, Stogryn [48] showed that brightness temperature enhancements of tens of degrees

(horizontal polarization) and - -3 to + 3 K (vertical polarization) will occur for view angles

in the 30-70 degree range and wind speeds up to 14 m/s. At nadir, however, the large scale

roughness effects are small, - 1 K or less. I’his result is due to the slow variation of both

the downwelling  sky brightness and the Fresnel  reflectivity with view angle variations from

nadir. ~’he inherent averaging of horizontally and vertically polarized reflected components,

which vary with view angle almost equally but with opposite sign near nadir, also contributes
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to the null effect.

};or small scale roughness, diffraction of the downwelling  flux by sur-fidce  capillary waves

produces cmissivity variations which depend primarily on the rms height of the small-scale

waves [49]. For nadir observations, the principal effect appears to be a polarization

anisotropy related to wind direction. A number of Soviet experiments [50, S 1,52] have clearly

demonstrated this effect by comparing aircraft measurements made with the observing

polarization vector alternately parallel to the alongwind and crosswind directions. “l’he data

indicates an upwind-minus-crosswind enhancement of - 2-4 K for wind speeds > 10 m/s

and observing frequencies from 15-40 CJHZ. The anisotropy decreases rapidly for frequencies

below 10 G] IZ and wind speeds below 10 m/s. Some of the data does suggest a slight

increase in the anisotropy as the frequency varies from 15 to 37 GHz. The Soviet data,

however, does not reveal the absolute brightness temperature enhancement (relative to a

calm sea) for either the alongwin(i or crosswind observations.

In terms of absolute nadir enhancements, other aircraft measurements [53,54] have not

detected sea surface microwave flux increases for wind speeds less than -7 n~/s. Above the

7 m/s threshold, the nadir measurements show a consistent 0.8-1.2 K increase per m/s of

wind speed for frequencies in the range 10-37 GHz. Below frequencies of - 7.5 GHz, the

wind speed enhancements fall off rapidly, with measured effects a factor of 10 less at 1.4

GHz [54].
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“]’he nadir wind speed flux enhancements arc not predicted by the large scale roughness

mo(iels. Rather, they are due to the onset of foam (streaks and white caps) which has been

observed 10 occur at wind speeds of - 7 m/see [53]. ‘l’he frequency dependence of the foam

signature can be explained by the effective foam thickness and its effect on the underlying

waler  surfidce  [54]. A model proposed by Wilheit  [46], in which the effective foam coverage

is assumed to be frequency ciependent,  and the effective foam emissivity = 1.0, matches the

experimental data.

Based on the above results, we have adopted a two-component formulation for the

effective nadir emissivity of the sea surface. The first component is the specular contribution

which depends only on the dielectric properties of the sea surface, which, in turn, depend

on temperature, saiinity, and frequency, The  dependencies formulated by Kiein  and Swift

[5 S], based on laboratory measurements at 1.43 and 2.6S GHz, and a re-evacuation of

eariier, higher frequency laboratory data, are used here. The open ocean saiinity is assumed

constant at 3S parts per thousand. Kiein and Swift estimated the resultant modeliing

uncertainty to be less than 0.1% in terms of sea surface specuiar  emissivity and brightness

temperature for frequencies beiow 8.5 G] Iz. ?’he accuracy at higher frequencies is in

question due to uncertainties in extrapolation of the laboratory measurements of the

dielectric properties.

More recently, Wentz  [56] reviewed the avaiiable  laboratory data and noted that

significant discrepancies exist in the derived dielectric constant properties above 10 GHz.
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IIe rcderivd  dielectric  pro]3ertye  x[lrcssionsa Il(l presented a new temperature dependent

formulationforthe  spectriil cmissivityat aviewangleof51  deg and frequenciesof  1 9 , 2 2 ,

and 37 CJH~. A comparison with emissivity  calculations using the Klein-Swift expressions

reveal the resultant sea surfidce brightness temperature differences to be 1’, dependent, but

less than 1 K at 19 and 22 CJIIZ. At 37 G] 17., the Klein-Swift mode] yields -2 K higher se:i

surface fluxes than the Wentz  model for T~ = 275 K. At 295 K, the 37 GIIz differences are

negligible. It thus appears that the uncertainty in the sea surface specular flux model

increases with frequency above 10 Gllz to a level of - 2 K at 37 GHz,  and that the errors

will vary with sea surface temperature.

Results  of the Klein-Swift model calculations for the specular components of sea surface

nadir emissivity  and flux are shown in Fig. 4. It is noteworthy that, due to the inverse

dependence of emissivity on T,, the specular sea surfidce flux is nearly independent of

surPdce temperature at the TMR  frequencies of 18 and 21 GHz,

The second component of our sea surface nadir emissivity model is due to wind speed

variations and uses the Wilheit  [46] model for the effective fractional coverage of black body

foam:

f,= Ofor W<7 m/s

= 0.006 (l-e-vi’s) (W-7) for W > 7 m/s (lo)
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where f~ is the fractional foam coverage and W is the. wind speed 20 m above the surface.

l:or W < 7 m/s, a small wind speed effect due to the small scale roughness [57] is included

which produces - 1 K of frequency-independent T~ enhancement at W = 7 m/s (relative

to the specular case). I’he total nadir emissivity  is then expressed as

6 =
lot E ,WC + 0.0005*W for W < 7 m/s

= (E,pc + 0.003S)( l-f,) + f, for W > 7 m/s (11)

l:. Satellite brightness temperature components and sensitivity spectra

Based on the above formulations for atmospheric absorption and sea surfi~ce emission

properties, we now illustrate the relative contributions of the sea surface and atmospheric

components to nadir-viewing satellite microwave measurements. Fig. 5 shows the buildup

of these components from the case of no atmosphere (sea surface flux only) to the addition

of oxygen, then vapor, then cloud liquid, The calculations assumed

7 m/s), T, = 295 K, and the nominal model profiles for atmospheric

specular sea surface background flux is clearly the dominant

calm conditions (W <

oxygen and vapor. The

component for nadir

measurements over the 5-40 G}lz  frequency range. When the atmosphere is included, the

sea surface flux component shown will be reduced by - 1-20 YO due to the frequency

dependent opacity. With the addition of a dry atmosphere (oxygen curve), 3-25 K is added
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to the satellite spectra over 5-40 Gllz. ‘1’his includes the reflected, as well as direct, sky

radiation.

When the nominal model vapor burden (VZ = 3 cm) is added, the satellite brightness

temperature spectrum peaks near the 22.2 G}17 water vapor line, with almost no

contribution below 10 GIIz. l’he addition of a heavy (1,, = 1 mm) non-raining cloud layer

constitutes a - V* component which is strongly dependent on cloud height (temperature).

The example shown is for a cloud layer from 4,0-4.5 km (average temperature = 270 K) and

represents the near maximum effect for the assumed liquid abundance.

The detectability of significant changes in the atmosphere and sea surface properties

from satellite microwave measurements is determined by the frequency-dependent

sensitivities of brightness temperatures to the desired parameters. To illustrate the sensitivity

spectra, satellite brightness temperatures have been calculated for models which depart from

the nominal by changes in individual parameters which represent - 10-20% of their total

expected variation. The resulting brightness temperature perturbation spectra are shown in

Fig. 6, with AT~ representing the change from our nominal atmospheric and sea surface

mode].

The least important parameter considered is the surface atmospheric pressure, A 3 mb

increase, which slightly changes the oxygen and vapor absorption, is not significant for 5-40

GHz measurements. Variability over the full range of open ocean surface pressures will
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have :i negligible effect on s:itellitc rnc:is~irernents.

An increase in the tropospheric temperatures by 3 K will increase the atmosphere’s

effective emitting temperature by - 1 % at till frequencies and decrease the opacity by

varying amounts due to the inverse dependence of both vapor and oxygen absorption on

ten~peratLire.  The net effec: an increase of the satellite l’~ by - 0,7 K at the vapor

absorption line center and a ciecrease of -0.2-0.3 K at the higher freq~iencies where the

opacity drop exceeds 1%,

An increase of 5 K from the assumed nominal model T, of 295 K produces satellite T~

perturbations of - 2 K at the lower frequencies, zero at - 32 GHz and small decreases at

the higher frequencies. For 5 K T, variations relative to a different initial value, the shape

of the perturbation spectrum is maintained but shifted in frequency, For example, a 5 K T,

variation about a value of 282 K produces a null effect at - 20 GHz,

F;or a wind speed increase of 3 m/s (above the threshold value of 7 m/s), the emissivity

versus wind speed model produces -3 K increase in satellite brightness temperatures from

10-40 GIIz, consistent with the aircraft experimental data [53,54], The decrease in the effect

below 10 GHz is due to the decrease in effective foam coverage for the Wilheit  wind speed

mocie]. The slight depression in the effect near 22 GHz is due to the reduction of the

reflected atmospheric component at the highest opacities.
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The effect of w:iter wiper is clearly dominant in the 20-25 GI IZ region. The sensitivity

tit the 22.2 GIIz vapor line center varies significantly with the height distribution of the

vapor. This is much less true at the primary ‘1’MR vapor sensing channel at 21 GIIz as

described below. Above 30 G] IZ cloud liquid has the strongest signature and the “1’MR 37

GHz channel’s primary function is to correct for this effect. It is noteworthy that the

perturbation spectrum due to liquid  has a local minimum near 22 GHz due to non-line:ir

effects at high total opacity levels. This results in cloud liquid effects on satellite brightness

temperatures which are very nearly equal at the I“MR 18 and 21 GIIz frequencies. We

would thus expect that the atmospheric vapor burden and path delay will be very strongly

correlated with the 21-18  brightness temperature difference, with other Pdctors, such as

variations in tropospheric and sea surface temperature and wind speed, adding only small

perturbations to the 21-18 difference.

An important additional effect is due to the pressure broadening of the 22.2 G] IZ vapor

absorption feature. For a fixed vapor burden, the absorption and resultant T~. spectra

depend on the height distribution of the vapor. The sensitivity is illustrated in Fig. 7 which

shows the T~ perturbations produced by redistributing the VZ =3.0  vapor burden. The cases

of scale heights = 1.5,2.5 are realistic deviations from the nominal vapor scale height of 2.0

km, “1’he linear gradient and uniform 2 km layer cases illustrate more extreme examples of

the effect of concentrating the vapor at lower altitudes. As more of the vapor is

concentrated near the surface, the absorption spectrum is broadened, with reduced emission

at the line center and higher emission in the wings. The opposite effect is produced when
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more of the vapor resides at higher altitudes, increasing the atmospheric Th near line center

anti reducing it in the wings. Note that at -- 21.0 and 23,8 G117 the effect is very nearly

zero, thereby strengthening the correlation between “1’~ measurements at these frequencies

and the vapor burden, “l’he occurrence of these null points - 1 line width from the

absorption peak was the motivating Pdctor for including these frequencies as the primary

vapor sensing channels for the “1’OPI{X and IIRS-1 radiometers respectively.

The sensitivities of the 3 ‘1’MR channels to all the significant atmospheric and sea

surface variables are presented in Table 1. ‘l’he table also shows the full range of expected

values of the variables for which TMR range corrections to the TOPEX altimeter data will

be valid.

111. TMR Wet Path Delay Retrieval Algorithm

Two general approaches have been commonly employed for the interpretation of

satellite microwave radiometer measurements in terms of atmospheric and sea surface

properties. Given a set of multi-frequency satellite ‘1’1] measurements, estimation methods

[14,58,59] seek an inverse solution to equations (5)-(9) by iteratively finding a set of

atmospheric and sea surface properties which reproduce the measurements to a specified

accuracy, usually reflective of the measurement errors. For computational efficiency,

approximations for the atmospheric emission integrals (e.g. equations (7a), (9a)) can be made
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in closed form when the opacities are IOW and only integrated atmospheric quantities are

sought. ]n general, the estimation techniques have the advantage that no assumptions

regarding a priori “ expected” or mean values of the solution need be made and non-

linearities  can be included. In practice, to insure physically realistic solutions, constraints are

imposed on the retrieved parameters which are related to their statistical variability.

Statistical methods of two types have been most commonlyused  for the retrieval of sea

surfidce temperature, wind speed, and the integrated atmospheric properties of vapor and

liquid burden . In the first type [1,60], which is model dependent, a large data archive is

created containing combinations of sea surfi~ce and atmospheric properties which subtend

the range of all expected conditions. Using assumed models for the sea surface emission and

atmospheric absorption properties, theoretical satellite brightness temperatures are then

calculated for each of the archive models. Multi-1 inear regression, including the effects of

expected measurement errors, is then used to generate retrieval coefficients relating the

desired properties to the brightness temperature observable. The final algorithms generally

express the retrieved properties as deviations from their archive average values and the

residuals of the regressions provide an estimate of the inherent retrieval error. Once

created, the algorithms are simple to employ and generally perform well when the actual

atmospheric conditions are well represented in the original data archive. Errors can,

however, be significantly larger than the residual estimate when anomalous conditions in the

non-linear domain are encountered,
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I’he second type of statistical approach is commonly employed post-launch when a large

data base of groun(i truth comparisons are available [16,18]. Using data from racliosondes,

weather stations, ships and buoys, a regression is performed directly correlating the ciesired

atmospheric :ind sea surface properties to the satellite brightness temperature

me[isurernents.  When the in situ measurements are direct (sea surface temperature, wind

speed, or integrateci vapor from ra(iiosondes),  the correlations are not subject to the

uncertainties of mocle]ling  assumptions. This is not the case for cloud liquid since

raciioson(ies do not directly measure liquid water density. 3’he post-launch algorithms also

largely mitigate the effects of satellite radiometer calibration errors, They are, however,

dependent on the representativeness of the ground stations and subject to the uncertainties

of the in situ errors and the spatial and temporal decorrelations  between the’ satellite

footprint and the ground sites.

For the pre-launch  I’MR wet path delay algorithm, we have developed an iterative

version of the statistical retrieval method intended to be globally applicable and account for

wind speed effects on the sea surface ernissivity  and the non-linearities  in the vapor

contribution to satellite brightness temperatures. The data base archive includes both

radiosonde  and sea surface temperature and wind speed data with global representation.

The iterations utilize retrieval coefficients which have been stratified in both wind speed and

path delay range. The drawbacks normally associated with statistical retrievals, large errors

when anomalous conditions are encountered, are limited by the following considerations.

The sole mission-specified function of the TMR is to provide wet path delay corrections for
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the ‘l’OI>l;X/I>[Jseid{Jn altimeter range measurements. ‘1’he anomalous conditions for which

the statistical path delay algorithm performance would deteriorate - rain and high winds -

will cause much larger errors in the altimeter range measurements. It is expected that for

all conditions for which the altimeter data is valid, the q’MR path delay inherent retrieval

errors will be representative of the algorithm precision.

l’he  TMR retrieval algorithm utilizes two sets of global data bases. The first consists of

four years of radiosonde data (1979-1982) from 23 island radiosonde sites provided by the

National Center for Atmospheric Research. The radiosondes  provided atmospheric profiles

of temperature, pressure, and dew point depression (which was converted to vapor density)

at a normal rate of twice per day (O and 12 hours UT). To estimate liquid density from the

radiosonde data, a cloud model was required (see below). All of

checked for unre]iab]e  or physically unrealistic data, including

the radiosondes were

large pressure gaps,

inadequate

1.5 mm of

sampling, and superadiabatic  lapse rates. All radiosondes which indicated over

liquid water were rejected since this level of integrated liquid almost always

indicates rain [61]. The final radiosonde data

from the 23 sites. Path delay and cloud liquid

2.

base archive included over 20,000 soundings

statistics for each site are presented in Table
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‘l-he second set ofarchive d:ita consisted of monthly averaged sea surface temperature

and wind speed statistics for the la(itucic,  longitude locations of the 23 island radiosonde

launch sites. These were obtained from the 1987 };uropean  Center for Medium-Range

Weather I:orecasting  (} ZMWF) data for wind speed and the infrared Advanced Very Iiigh

Resolution Radiometer (AVHRR/2, flown on the NOAA-9 satellite platform) data for sea

surfiace temperature (62). 3“he site and month-dependent sea surface temperature and wind

speed  statistics are presented in Table 3. The wind speed averages, originally referenced to

a 10 m height in the IZMWF monthly maps, have been converted to the 20 m reference

height used in the ernissivity  versus wind speed  model, assuming neutral stability [63].

I_Jsing first the radiosonde data base, opacities and upwelling  and downwelling

atmosphere brightness temperatures were computed at the TMR frequencies using the

raciiative transfer equations (6), (7), and (9), and the absorption models described in section

11. Also for each radiosonde, path cielays (equation (3)) and cloud liquid ”burdens  were

computed and added to the atmospheric data archive. The cloud model used to compute

liquid water density from the radiosonde data was as follows. For atmospheric layers for

which the radiosondes indicated relative humidities > 94%, cloud liquid was deemed to be

present [64]. The cloud liquid density profile was then calculated by assuming that half of

the excess vapor of the cloud base relative to the cloud interior was in the form of liquid.

The 0.S factor for computing liquid density is based on aircraft measurements of liquid

density within stratus and cumulus clouds [44], An additional constraint was applied that at

ail levels within a cloud the liquid density was between 0.25 and 2.0 gm/m3.

30



After the atmospheric data  archive was established, six separate computational data

archives of related TMR  brightness temperatures were generated for different wind speed

assumptions. The first used the site and month dependent wind speed averages, with

Ray]eigh distribution, to add surface flux and reflected contributions to the atmospheric

components and produce a set of TMR  brightness temperatures for each radiosonde.  The

second through sixth computed archives of ‘IIMR brightness temperatures were generated

assuming constant wind speeds of O, 7, 14, 21, and 28 m/see. All 6 TMR Th archives were

generated using the site and month dependent sea sur~~ce  temperature averages with a

ranciom Gaussian variation of 2 K applied.

R Retrieval coefficient generation

‘l-he generation of retrieval coefficients began with a multi-linear regression of cloud

liquid and wind speed against the TMR brightness temperatures contained in the first

computational archive. Gaussian errors of 0,5 K were applied to the simulated ‘1’MR data.

The resulting coefficients provided the algorithm with a globally applicable estimate of

liquid burden and wind speed, The linearized liquid burden retrieval is very approximate

and serves only to provide the estimate of the small liquid water contribution to wet path

delay (equation (4)).

Next, sets of path delay retrieval coefficients were generated using each of the complete
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simulated TMR archives two through six. ‘J’he path delays were actually correlated with a

logarithmic function of the observable, ln(280-Tb),  which has been shown to vary more

linearly with vapor content than the brightness temperatures themselves [60]. The resulting

coefficients provided interpolation points for determining global (first iteration) path delay

retrieval coefficients as a function of the estimated wind speed. The final, stratified sets of

path delay coefficients were generated for subsets of the constant wind speed archives two

through six by dividing each archive into four path delay ranges: 0-10, 10-20, 20-30, and >

30 cm. The path delay-stratified coefficients comprise the second iteration component of the

retrieval algorithm, which is applied after the wind speed and initial path delay estimate

have been computed from the global coefficients. I’he complete sets of path delay, liquid,

and wind speed retrieval coefficients are listed in Table  4.

C. A lgorith processing

The complete algorithm operates as follows. First, the estimates of cloud liquid and wind

speed are made using the derived coefficients and the measured TMR brightness

temperatures:

L., = 10 + ~lv * Tb(v)
v =18,21,37

(12)
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w = W. + ~ w,, * -l’b(v) (13)
V =18,21,37

Next, the vapor-induced path delay is retrieved in 3 steps. A first estimate is obtained

using global (unstratified in path delay) coefficients determined from the wind speed

estim:ite:

‘l’he coefficients BO(@, B,(g) are determined by linear interpolation with respect to wind speed

in the “0-60” rows of the path delay coefficients versus wind speed section of Table 4.

Next, path delay values are computed using stratified coefficients for data base ranges

with center points which bracket the initial path delay estimate:

p~(l) = B$l) + ~ B,(]) * ln[280-T,(v)] (15)
v =18,21,37

PI](2) = &(2) (16)+ ~ BV(2J * ln[280-T~(v  )]
v =18,21,37

(1) BO(2), B (2), are obtained by interpolation in windwhere the linear coefficients ~o(l),  ~v , v

speed in the appropriate path delay range rows of the path delay coefficients versus wind

speed section of Table 4. For example, if the initial path delay estimate, PD(@, equals 12.3,
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then PD(l) anti PD(?) will be computcci  using stratifieci  coefficients based  on path cielay

r:inges of 0-10 and 10-20 respectively. If the initial path delay estimate is less than 5 or

greater than 35, then only the lowest (0-10) or highest ( > 30) stratified coefficients are used

in the second  iteration.

The final vapor-induced path delay retrieval is obtained by an average of PD(l) and

PI~(2J, weighted according to the proximity of the stratified path delay ranges’ center points

to the initial path delay estimate:

PD(r) = [0.5 + (PDb - PD@))/ lo] * PD(l)

+- [0.5 - (PI>~ - PD(g))/ 10] * PI](2) (17)

where PDb = the common boundary of the two stratified path delay retrievals. The final

total  wet path delay is found by adding the smail liquid component to the vapor-induced

component:

PDW = PD(o + 1.6 * L, (18)

where 1., is the retrieved liquid burden in mm, given by (12).
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D. A Igm-ithnz  testing

“l’he path delay retrieval algorithm (equations (12) - (18)) was tested to assess the

uniformity of the residuals with climatology (site), cloud abundance, and wind speed, The

procedure was to assign new values for sea surface temperature and wind speed, using the

site and month-ciependent  statistics, and compute new I’MR brightness temperatures for

each radiosonde-derived  atmosphere. The retrieval algorithm was then applied and residuals

grouped according

presented in Table

to site, liquid abundance, and assigned wind speed. The results are

5. .

Note first, under the All Weather heading, the consistency in performance from site to

site. With the exception of the orcados  sites, for which the bias magnitude is 0.3 cm, the

retrieval biases are all below the 0.2 cm level. ‘l-he inherent retrieval performance, as

indicated by the rms residuals, is also remarkably consistent, with All Weather values in the

0.21-0.46 cm range. This result is primarily due to the stratification of retrieval coefficients

according to path delay range. When only the global (initial estimate) retrieval coefficients

are used, the overall rms residuals are - 60% higher and the retrieval biases are larger and

more site-dependent,

q-he effects of clouds, shown in the next four columns, indicate a slight decrease in

performance with liquid abundance, due primarily to the sensitivity of the 37 GHz brightness

temperature to cloud height. However, the all-site performance, shown in the last two rows
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of ‘l’able S, indicates that the 37 CJ1 ~z channei  satisfactorily accounts for the non-raining

cloud effects.

Similarly, wind speed  effects appear to be negligible when the path delay retrieval

coefficients are stratified according to wind speed. As indicated in the last five columns of

Table  5, performance does not significantly vary over the 0-28 m/s wind speed range. Any

actual variation in post-launch algorithm performance with wind speed will be indicative of

errors in our assumed model of ernissivity  dependence on wind speed (section IV-B, below).

In the final stages of our algorithm development, we computed two-frequency retrieval

coefficients in the event that either the 18 or 37 G}lz  TMR channels fail. (The primary

vapor sensitive channel at 21 GIIz has a backup. ) l-he  algorithms were identical to the

three-frequency case in structure, including stratification in both wind speed and path delay

range. The two-frequency algorithms were tested on the same simulated TMR brightness

temperature data base. The results, shown as all-site retrieval biases and rms residuals

versus cloud liquid and wind speed conditions in Table 6, demonstrate the limitations of

two-frequency path delay algorithms. These comparisons should be carefully considered in

assessing cost versus performance issues relevant to the choice of two- or three- frequency

radiometers to support future altimeter missions.

Although the overall two-frequency performance, as measured by the All Weather rms

residuals, appears to be acceptable for a range correction error budget of 1.5 cm, significant
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biases will occur for anomalous conditions. When only the 18 and 21 G] Iz channels are

included, the detectability of heavy C1OUCI  conditions is lost, and retrieval biases of 1.5-2.0

cm can be expected when such regions arc encountered, When only the 21 and 37 GIIz

channels are included, the capacity for radiometer detection of wind speed is lost and clearly

unacceptable biases (2-5 cm) are pre(iicted  for wind speeds above 16 nl/s (- 9% of the

expected conditions). Because the accompanying altimeter measurements provide an

independent measurement of wind speed, the 21,37 Gllz two-frequency performance could

potentially approach the three-frequency accuracy by including the altimeter wind speed

estimates in the path delay algorithm processing. Real time independent estimates of cloud

cover would not be available and maximum performance for an 18,21 2-frequency system

would require extensive post-processing effort.

These results demonstrate the drawback of assessing algorithm performance by only

considering the all-weather residuais  which are largely determined by the uniformity of the

test conditions. l-he  larger retrieval errors that occur for anomalous conditions which

comprise less than 10% of the test data do not significantly affect the overall performance

as measured by the all-weather residuals, They can, however, constitute an important source

of altimeter bias in ocean regions which are commonly subject to heavy cloud or high wind

conditions. When the anomalous cases are important, a better measure of algorithm

performance is the maintenance of low biases and uniform residuals over the full range of

encountered conditions of interest,
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IV. POST-LAUNCH VERIFICATION AND PATH DELAY ERROR ANAI.YSIS

A. ltr-flighf  verification

The six months following TOPEX/Poseidon  launch have been dedicated to an in-flight

verification/calibration effort for both altimeters and the TMR.  For validation of the TMR

performance, overflight comparisons will be made with data from both ground-based water

vapor radiometers (WVRS) and selected island radiosondes.  For the entire six month

verification phase, three-channel WVRS, operating at 20.7, 22,2, and 31.4 GHz, have been

deployed at the two primary mission verification sites: Lampedusa  island in the

Mediterranean for the Poseidon altimeter and the Harvest oil platform off the California

coast for the NASA TOPEX altimeter. For one month each, a two-channel (20.7 and 31.4

GHz) WVR  obtained overpass measurements at the island weather stations of Chichijima,

south of Japan, and Norfolk, east of Australia. The latter two sites were chosen to obtain

ground comparisons with the TMR data for conditions at the high and low ends of expected

vapor conditions, respectively, Twenty-six island radiosonde sites were chosen based on the

criterion of proximity to the TOPEX groundtrack ( < 50 km).

‘I”MR comparisons with both ground-breed WVRS and radiosondes  are complimentary

in the following sense, The WVRS provide direct

atmospheric flux and opacity, independent of any

measurements of the downwelling

assumptions regarding atmospheric

absorption properties. Because the upwelling  and downwelling  flux components are equal
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to within a few tenths of a Kelvin, the WVR measurements provide a direct calibration of

TMR brightness temperatures to within the accuracy of the sea surface flLIx mociel.  ~’he

comparisons depend strongly on the uniformity of conditions between the ‘I-MI< and WVR

fields of view so that cloud-free conditions are required. The conversions of the WVR

channel measured fluxes to the TMR frequencies introduces negligible error because the

vapor absorption model line shape is well constrained [37,6 S]. The best comparisons are

obtained for calm sea conditions when the surface flux contribution to the TMR T~s can be

predicted with 1-2 K accuracy, (Sea surface temperature and wind speed measurements are

also obtained at the verification sites. ) By averaging a sufficient number of the high quality

WV}? comparisons for a range of atmospheric vapor conditions, absolute calibration of the

TMR brightness temperature measurements can be attained to the 1-2 K uncertainty level

of the sea surface specular flux mode]. In terms of relative calibration, channel-to-channel

offset accuracies to the 0.5 K level  should be attainable. Because of the strong correlation

of path delay with the 21-18 T~ difference, remaining errors due to the calm sea flux model

uncertainty have negligible effect on the TMR path delay retrieval performance.

While the WVRS are primarily useful for TMR instrument calibration, the radiosonde

comparisons provide a direct test of the path delay retrieval algorithm, In particular,

plausible errors in our assumed model for vapor absorption, which constitute the largest

source of uncertainty in the retrieval algorithm, will be tested by the radiosonde

measurements of path delay which are not dependent on absorption model assumptions.

Ihe to the significant spatial and temporal decorrelations  between the TMR and radioionde
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measurements, a large volume of radiosonde  comparisons will be required for in-flight fine-

tuning of the TMR  retrieval algorithm. The results of the TMR  verification phase effort will

be published in a 1994 speci:il  issue of the Journal of Geophysical Research [Ruf  et al., in

preparation].

“l-he all-site, all-weather rms residual value (0.37 cm) indicated in the bottom line of

Table 5 represents the inherent retrieval error produced by an algorithm with zero modeling

errors and perfect TMR  T~ measurements of atmospheric and sea surfiace conditions which

are representative of the range of conditions included in the algorithm’s statistical data base.

l-he  inherent error includes the effects of variations in atmospheric and sea surface

conditions largely uncorrelated  with path delay, cloud liquid or wind speed which cause

“1’MR Th perturbations. For example, the variability in the height distribution of water vapor

contributes to the inherent error. By using an iterative path delay retrieval algorithm,

stratified both in wind speed and path delay range, this inherent algorithm uncertainty can

be reduced to the 0.4 cm level. This, however, is not the dominant algorithm error.

Modeling uncertainties are almost always the dominant component in any pre-flight

algorithm error budget, Errors in our assumed models of atmospheric absorption and sea

surface flux can produce both offset and scale errors in the application of the TMR path
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delay retrieval algorithm to real atmospheres. Because the path delay isstrongly correlateci

with brightness temperature differences between the TMR  channels, the frequency

dependence of rmdelling  errors is particularly important. In assessing the model induced

uncertainties, we will t.-mgin with the vapor absorption mode], known to be the dominant

source of algorithm scale errors for vapor related retrievals. Other modelling  uncertainties

will then be analyzed to determine their  rel:itk  significance for the path delay algorithm

error budget.

The impact of vapor absorption mode errors on the path delay retrieval accuracy is

straightforward. If our assumed model is SYO high at all 3 TMR frequencies, then the

retrieved path delays will be 5% low in the absence of other error sources. This translates

into retrieval errors of

model error resides in

depend on the relative

- 1-2 cm in path delay for moderate to high vapor conditions. If the

the vapor absorption mode] line shape, then the retrieval error will

model accuracies at the TMR  frequencies. Based on both laboratory

[65] and field [37]

significant. Rather,

measurements, it is unlikely that line shape model inaccuracies are

the 22.2 GHz line strength constitutes the major source of modelling

uncertainty. Calibration of the atmospheric vapor absorption near 22 GHz has relied almost

entirely on comparisons of radiosonde measurements with WVRS,  The accuracy and

consistency of radiosonde  humidity measurements has been a subject of considerable debate

[66,67]. Estimates in the 3-10% range for integrated vapor are most common. Special care

must be taken to use only radiosonde data for which the humidity measurements are

reliable. This often requires the elimination of data below the 20% relative humidity level
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and soundings which have passed through clouds.  IIy applying these selection criteria to ii

recent set of radiosonde-WVR comparisons, we estimate the accuracy of the resultant vapor

absorption model to be at the 4% level [37]. ‘l’his translates to a 0.8 cm contribution to the

path delay algorithm retrieval budget for average vapor conditions.

Modeling uncertainties for the oxygen and specular sea surface flux contributions to the

TMR ~’~s will translate into small offset errors in the path delay retrievals. The effects can

be assessed by considering a simplified global average version of the path delay retrieval

algorithm. In terms of brightness temperature dependencies, the statistical data base yields

the regression fit

PD = constant -0.48 T~(

= = > A 1)1> = -0.48 A“I-~(

8) + 0.73 Tb(2

18) + 0.73 ATb~

) -0.08 T,(37) (19)

21) -0.08 AT,(37) (20)

Equation (20) provides an estimate of the path delay uncertainties produced by

frequency-correlated error sources, We expect that errors in the atmospheric absorption and

sea surface emissivity  models fall in this category; i.e. the frequency variation of the errors

is constrained. For oxygen, which contributes -7 K to T~(18)  and T~(21),  and -17 K to

T~(37) (see section 11, Fig. 5), the estimated uncertainty is 596. If we assume this error is
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frc(]~len~-indcpendellt,  then the net PI> biasing effect is

A PD = -.48( .05”7) +.73(  .05”7)-.08”(.0S’ 17) = .02cm

I’bus, a frequency-independent scale error in the oxygen absorption model has a totally

negligible effect on the 1)1> retrievals. Even for a pathological case, in which the model error

is +50/0 at 18 and 21 GHz and -5%0 at 37 CJ}]Z, the retrieved path delay bias is - 0.15 cm,

negligible relative to the error due to the vapor absorption model uncertainty.

For the sea surface specular emissivity, a similar analysis reveals that the model

uncertainties will yield path delay retrieval errors of - 0.1 cm. This assumes that the

specular flux component uncertainty is 1 K at 18 and 37 GHz,  and 2 K at 37 G}lz,  as

discussed in Section 11. In the unlikely event that the modeling errors are pathological (of

opposite sign at 37 versus 18, 21), the PD retrieval bias is 0.4 cm. In addition, the in-flight

calibration using WVRS will partially correct offset errors of 1-2 K magnitude; i.e.

discrepancies between the WVR predictions and actual measurements of TMR brightness

temperatures at the 1-2 K level will be corrected by subtracting the indicated offsets from

the TMR calibration. There will be no way of knowing whether the offsets are due to

instrument calibration or modelling  errors. IIowever,  in terms of the effect on algorithm

performance, the corrections will reduce the PI> biases to the 0.1-0.3 cm level, and it will

not matter whether the errors are instrument or model related.
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l;or liquici absorption, it is reasonab]c  to assume that the absorption model fractional

error is independent of frequency so that the effect scales with the brightness temperature

component due to liquid. We consider an extreme case of a 5% absorption model error and

a cloud with 1 mm of liquid at 4-4.5 km altitude. For such a case the nominal absorption

mode] predicts liquid Th contributions of 25 K at 18 and 21 GIIz, and 54 K at 37 CIIIZ (Fig.

5, section 11). Again applying equation (20), the net PI) retrieval error is 0.1 cm, ‘l”his  result

again demonstrates the robustness of the three-frequency path delay retrieval. The path

delay depends primarily on the interchannel  brightness temperature differences, with the 18

and 37 CJ} IZ measurements primarily providing corrections for variable sea surface flux and

c]oud liquid. Thus,  any model]ing  errors which arc strongly correlated in frequency will be

largely compensated in the path delay retrieval algorithm.

l~or the sea surface flux dependence on wind, two effects of modelling  errors on the path

delay algorithm must be considered. The first is that path delay retrieval coefficients vary

with the algorithm estimate of wind speed, Thus, biases in the wind speed estimate will bias

the path delay retrieval coefficient selection and subsequent PD retrieval. Analysis of the

PD coefficient wind speed dependence (l’able 4) reveals an average path delay retrieval bias

of - 0.1

retrieval

cm for each 2 m/see error in the estimated wind speed. Using the wind speed

coefficients (Table 4) and reasonable estimates for the uncertainties in the wind

speed effect on TMR brightness temperatures, it can be shown that the bias uncertainty in

the wind speed estimate is at the 2 rn/sec level, with resultant PD retrieval errors at the 0.1

cm level,
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~’hc second effect of wind speed modeling errors is on the measured brightness

temperatures and can be assessed using equation (20). Our adopted wind speed mode]

essentially produces 1 K of l’~ increase in each TMR  channel for each m/s of wind speed

above the 7 m/s threshold. Based on the aircraft data [53,54], a reasonable estimate of the

uncertainty in the wind speed effect is 0,3 K/m/s. If this is the error at all 3 TMR

frequencies, equation (20) reveals the resultant path delay retrieval bias to be -0.04 cm for

each rn/sec of wind speed above 7 nl/s. For W = 20 m/s conditions, the PD retrieval bias

would be 0.55 cm, still smaller than the uncertainty due to the vapor absorption model, and

probably inconsequential when the small fraction of W > 20 m/s cases and the larger

altimeter errors are considered.

For the wind speed modeling error we must also consider the possibility that the error

is frequency dependent, Evidence exists [S6] that the wind speed effect at 37 GHz may be

up to- SO% higher than at the lower TMR frequencies. If this were the case; the resultant

1’1> retrieval error would be due primarily to the 37 GHz coefficient in equation (20), but

would remain less than 0.5 cm for wind speeds up to 20 m/s.

Based on the above analysis, our estimated retrieval algorithm error budget is shown in

Table 7 for global and 4 subsets of atmospheric conditions. Both inherent and model

induced algorithm errors are included. The terms “Cloudy” and “Windy” refer to conditions

of 1 mm of non-precipitating cloud liquid and a wind speed of 20 m/s respectively. Note

that, for the full range of conditions for which the TMR range correction is valid, the
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retrieval algorithm errors lie in the range 0.9-1.1 cm. ~’his is the estimated path delay

retrieval accuracy for average vapor conditions :ind zero error brightness temperature

measurements. To assess the total l’MR-derived  path delay accuracy, errors due to the

antenna temperatures’ calibration [29] :ind the conversion to altimeter footprint brightness

temperatures [30] must also be considered.

C’. Total I’Ml? path delay retrieval error budget

In addition to the retrieval algorithm errors, the overall wet troposphere range

correction error budget must account for uncertainties in the TMR brightness temperature

measurements and the conversion of path delay averaged over the TMR footprint to the

smaller altimeter footprint. These errors will depend on the antenna temperature

(calibration) accuracy, uncertainties related to the conversion of antenna temperatures to

TMR main beam brightness temperatures, and the expected decorrelation  between path

delays averaged over the TMR and altimeter footprints.

Detailed analysis of the antenna temperature calibration, including stochastic noise,

radiative transfer model residuals, and expected in-flight biases, yields accuracies in the

range 0.5-0.6 K for all 3 TMR channels [29]. When these errors are included in the antenna

pattern correction error budget, TMR main beam brightness temperature accuracies of 0.85,

0.79, and 0.88 K are obtained for the 18, 21, and 37 GHz channels [30]. If these errors are
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totally uncorrelated  in frequency, then the resultant path delay uncertainty must be

evaluated using the root s~lll~sc]t]areversio]~  of equation (20):

API)  = {[(0.48  )(0.85)]Z + [(0.73 )(0.79)]C  + [(0.08 )(0.88 )]z}lfz

z 0.7 cm uncertainty dL]c to l’~ measurement errors. This value is conservative in the sense

that part of the T~ errors will be frecluency-correlated.

Additional errors will result due to the differing beam widths of the individual I’MR

channels and the assumed equivalence of the TM R-derived path delay and the path delay

in the much smaller central footprints (- 3 km) of the altimeters. Both effects have been

evaluated using a statistical model of the expected spatial structure in water vapor [30].

For clear conditions, the analysis reveals that the differing TMR beam sizes produce an

expected error of - 0.07 cm in path delay averaged over the largest TMR footprint. When

clouds are present, the errors remain small ( <0.2 cm in PD) except for scenes in which

extensive cloud boundaries occur within - 25 km of the TMR beams’ common axis. For

such cases, PD errors of - 0.5 cm can occur. Based on the expectation that the worst case

cloud scenes occur less than 10% of the time, we estimate an average PI) error component

of 0.11 cm due to the unequal TMR beam sizes.

The error in equating the altimeter footprint path delay to the TMR-derived  path delay

is evaluated from calculations of the expected differences in path delay averaged over
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concentric areas of different sizes. LJsing experimentally determined parameters for the

spatial structure of water vapor, and taking 3 and 40 km as representative of the altimeter

and ‘l”MR footprints, we find the expected PI> decorrelation  error component to be 0.3 cm

[30], A summary of all contributions to the overall TMR  range correction error buciget  is

given in Table 8.

The total error is dominateci  by the retrieval algorithm error which, in turn, is dominated

by the vapor absorption model uncertainty (Table 7), In-flight calibration of the TMR path

delay retrievals cannot be expected to improve the performance to levels below 1.2 cm

because the ground “truth” radiosonde errors are the limiting factor in vapor absorption

model calibration. For the current level of absorption model uncertainty (- 4%), the bottom

line retrieval performance of 1.2 cm is consistent with the mission specifications for the wet

troposphere contribution to the overall altimeter error budget [25].
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Table 1. T M R  B r i g h t n e s s  T e m p e r a t u r e  V a r i a t i o n s  O v e r  F u l l  R a n g e s
o f  A t m o s p h e r i c  a n d  S e a  S u r f a c e  P r o p e r t i e s

P r o p e r t y Full Range R e s u l t a n t  Variation in T’MR ‘1’bs

1 8  GHz 21 GHz 37 GHz

lntegrat,ed  V a p o r 0 . 3 - 7 . 0  cIn 32 K 80 K 44 K

C l o u d  Liquid 0-1.5 m m 30 30 70

Effective Temp. 270-290 K 0 . 2 5 . 7 3 . 8
of T r o p o s p h e r e

‘Sea  Su r f ace  Temp . 273-300 K 2 . 3 3 . 1 9 . 9

Wind S p e e d ,  2 0  m O-28 nl/s 2 2 . 1 1 7 . 8 2 0 . 0
A b o v e  S u r f a c e

Table 2. Island Radiosonde Wet Path Delay and Cloud Liuuid Statistics
1 9 7 9 - 1 9 8 2  -

ISL.SITE LAT. LONG.
DDhlbl DDDMM

Orcaclos -6045 4443W
Campbell -5233 16909E
Marion -4653 3752E
Chathatn -4357 17634W
Raoul -2915 17755W
Easter -2709 10925W
Trinidad -2003 2919W
Pago -1420 17043W
Majuro 705 17123E
Koror 720 13429E
Kwajalein 844 16744E
Yap 929 13805E
SanAndres 1235 8143W
Kingston 1756 7647W
Hilo 1943 15504W
Ishigaki 2420 1241OE
Minarnidaito 2550 13114E
Chichijinla 2705 14211E
Midway 2813 17722W
Bermuda 3222 6441W
Adak 5153 17639W
St. Paul 5709 17013W
Kodiak 5745 15230W

#RAOBS

100
700
834
674
334
205
387
270
434
539
726
626
284
1313
1705
1761
1816
1842
887
795
942
1729
1666

Al 1 ----- ----- 20598

Path Delay
MEAN S.D.
(CM) (CM)
5.07 2.56
7.27 2.30
7.60 8.99
9.64 3.28
14.68 4.98
15.79 4.25
17.40 4.31
30.23 5.78
31.76 5.93
31.98 5.52
32.18 5.65
31.41 6.16
29.36 6.23
26.25 5.69
20.18 4.05
26.68 8.58
25.05 8.81
24.26 8.50
17.95 5.95
17.86 7.55
7.85 4.59
6.94 3.68
7.99 4.3!l

19.09 10.87

Cloud Liquid
MEAN S.D.
(MM) (MM)
0.20 0.30
0.30 0.41
0.02 0.10
0.17 0.35
0.11 0.28
0.17 0.36
0.02 0.14
0.33 0.47
0.19 0.39
0.23 0.45
0.23 0.43
0.30 0.47
0.18 0.41
0.15 0.34
0.27 0.46
0.22 0.43
0.18 0.39
0.13 0.33
0.15 0.34
0.12 0.32
0.33 0.45
0.27 0.43
0.25 0.43

0.20 0.40

Clear
Fraction

0.21
0.16
0.68
0.43
0.52
0.41
0.89
0.28
0.44
0.36
0.38
0.31
0.44
0.54
0.36
0.49
0.52
0.62
0.51
0.57
‘0.24
0.21
0.38

0.44
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Table 3. Month  -Averagecl Statistics for Sea Surface Temperature and
Wind Speed for 23 Island Radiosonde Sites

J~TL ~e~ Raz ~?~ ~!dy JUYI J~~ ~U9 se? cc: ‘0” ~cc

o 2 2 2 2 2 ? 2 2 1
9.0 11.0 12..0 li.O 11.S 11.5 11.5 11.0 12.0 1~-5 1~.o 10.!

12 12 12 11 11 11 11 11 11 12 12 12
11.0 10.5 9.5 14.0 12.0 12.0 11.0 11.0 12.0 10.5 9.0 10.5

6 6 6 6 6 6 6 6 6 6 6 6
10.5 13.0 11.0 12.0 13.5 14.5 13.5 14.0 13.5 12.5 12.0 12.5

13
81: lC1; lol; 91; ~ol; ~21; 13 12 13 lE’

17
8.5 . . . . . .- 8.0 11.5 8.0 10.5 9.5

25 25 25 24 23 21 20 20 20 2: 23 2.!
8.0 9.5 7.5 8.0 10.0 8.5 8.5 8.5 8.5 8.5 6.5 8.5

2<
7.5

26 25
8.0 8.0

25 25 24 23 22
~2; 72; ~T: 82;8.5 8.5 7.5 8.0 7.5 . . . .

27
8.0

27 27
7.5 7.5

30 29 29 29 29 23 23 ?9
5.5 6.0 7.0 8.0 8.0 8.0 7.5 5.5 ~:;30

5.5
30 30
6.0 5.5

27
10.5

27 27
9.5 10.5

27 29 29 28 28 29 29 29 23
9.5 8.0 8.5 8.0 7.0 5.0 6.0 6.5 10.0

28 2:,
9.0 10,CI

28 29 30 30 29 29 30 30 29
8.0 6.0 6.5 7.5 6.5 7.5 7.0 7.0 7.0

28
10.0

27
10.5

27 27
9.5 9.5

27 29 28 29 28 28 23 29 28
9.5 8.5 8.5 7.5 8.0 5.0 6.5 8.0 10.5

28 28 28
9.5 9.0 10.0

26 25 27
8.0 7.5 5.5

23
7.0

29
6..5

30 30
5.5 7.0

29 29
5.5 7.5

29 28
9.5 6.0

29 ?9 29
7.0 7.5 8.0

22
8.5

29
7.5

30 30
8.0 9.0

27 25 25
6.0 7.5 8.0

25 25 25
7.5 7.5 7.0

25 24 21
8,5 8.0 8.5

25
7.5

28
7.0

29 29
6.5 6.5

29 29
6.0 4.5

27 27
7.0 6.5

23 29 27
6.5 7.0 7.5

24
9.5

25
9.0

25 25
8.0 8.5

27 26 25
8.0 9.5 8.5

18 20 22
9.5 9.5 9.0

21 21 22
9.5 9.5 9.5

?5
8.5

2?
7.5

28 29
7.0 9.0

29 29
7.5 9.5

30 30
7.5 8.0

27 24 21
9.0 10.5 10.5

2:
8.5

25
8.5

27 29
7.5 8.5

29 28 24
8.5 8.5 8.0

22 22 22
10.5 10.5 10.0

19 22 2L
10.5 9.5 S.o

23
8.5

25
7.5

27 22
8.0 10.0

28 28
8.0 10.0

27 27
7.0 10.0

27 25 2$
9.5 8.5 9.5

25
g.fj

26
8.5

2~ 29
7’.5 7.0

25 25 23
5.0 9.0 10.0

22 20 la
11.0 12.0 10,5

20
8.0

25 28

8.0 7.5
27 25

7.5 7.5
25 24 23

9.0 10.5 11.5

2 2
12,; 11.0 12.0

2 2
13.5 12.; 10.5

3 2 2

2
10.0

4
8.5

6
8.0 8.:

9 10
10.5 10.5

1’2 ‘5 3
10.5 10.5 11.5

?
9.0

6
7.5 7::

9 7 4
10.5 11.5 12.0

4
7.5

11 10
7.5 10.5

11 132 3 12 10 7
10.5 10.5 9.0 8.5 7.5 8.5 7.0 7.5 8.5 9.0 10.0 10.5
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Table 4. TMR Path Delay Algorithm Retrieval Coefficients.

Cloud Liquid Retrieval:

Lz = -1.875 -0.022*TB18 -0.003*TB21 +.032*TB37 (mm)

Wind Speed Retrieval:

w = -75.0 +1.795*TB18 -0.561*TB21 -0.433*TB37 (nI/s)

Path Delay Retrieval:

PD ==BO +B18*ln(280-TB18) +E121*ln(280-TB21)  +B37*ln(280-TB37) (cm)

----------BE Coefficients -------------
Path delay range w. o W.7 W=14 W=21 W=28

0-60 92.005 91.388 84.598 77.601 70.886
0-1o 69.954 69.622 66.592 62.835 58.821

10-20 38.579 37.483 29.333 22.270 16.219
20-30 49.871 48.590 38.428 29.113 20.727
> 30 72.157 71.298 64.403 57.500 50.’768

---------BIB Cc)efficients -------------
Path delay range W.o W.7 W=14 W=21 W=28

0-60 39.845 39.945 41.339 42.788 44.118
0-1o 55.369 55.389 55.667 56.149 56.669
10-20 57.542 57.817 59.807 61.427 62.679
20-30 50.071 50.381 52.835 54.998 56.824
> 30 42.088 42.253 43.553 44.803 45.931

---------B21 Coefficients -------------
Path delay range w. o w= 7 W=14 W=21 W=28

0-60 -71.315 -72.261 -70.952 -70.619 -70.211
0-1o -84.016 -83.952 -83.458 -82.958 -82.408

10-20 -74.729 -74.717 -74.550 -74.251 -73.802
20-30 -68.704 -68.685 -68.502 -68.190 -67.726
> 30 -66.777 -66.722 -66.237 -65.650 -64.932

---------B37 Coefficients -------------
Path delay range w= o W.7 W=14 W=21 W=28

0-60 13.791 13.738 13.210 12.662 12.118
0-1o 15.136 15.102 14.804 14.444 14.052,

10-20 9.976 9.897 9.290 8.733 8.220
20-30 9.491 9.404 8.712 8.053 7.432
> 30 11.327 11.264 10.743 10.201 9.644
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Table 5. TMR Path Delay Algorithm Retrieval Performance Versus
Site, C l o u d  Liquid A b u n d a n c e ,  and Wind Speed

1’:0
0 . 1 0
0.43

700
0.0$
0.13

811
0.:?
0,29

675
0.02
0.3:

314
0.C5
0.33

22:
L7. C3
0.29

337
0.14
0.17

279
0.97
0.12

431
0.13
0.45

Sil
0.15
0.43

729
0.0:
0.37

625
0.11
0.35

2a3
-0.11
0.91

1315
0.13
0.4:

17C3
-9.91
0.30

1763
0.03
0.43

182:
0.07
0.29

18<5
0.0>
0.4s

Ea?
0.06
0.31

191
-0. oi
0.15

9<1
0.15
0.37

1712
0.09
0.10

1570
0.06
0.]1

20597
0.07
0.17

22 613
0.12 0.24
0.40 0.14

125 416
0.01 0.92
0.19 0.::

5d4 259
0.?3 o,L7i
0.10 0.?$

30$ 302
0.?5 -0.02
0.24 0,37

134 111
0,0? 0.03
O.lk 0,23

e3 93
0.:1 O.c:
0.11 0.2$

35: 35
0.15 -0.0s
O,la 0.29

8s 1?7
0,12 O.c;
0.34 0.25

197 131
0.29 0.11
o.ta o.4i

2ot 263
0.27 0.12
0. 4.3 0.36

297 3]7
0.13 -’2.32
0.12 0.?9

2C5 295
0.21 0.03
0.38 0.32

133 121
0.03 -9.22
0.33 1.15

715 47L
0.2s 0.03
0.44 0.35

635 7E;
o,oa -0.11
0.34 0.27

oa2 6oa
0.15 -0.0:
0.45 0.:1

953 649
0.15 -0.02
0.40 0.16

1157 53a
0.19 -0.04
0.17 0.34

466 120
o,oa 0.03
0.34 0.3:

472 277
-0.0! -0.0:
0.16 0.31

235 493
o.~q 0. 1,.
0.25 0.28

198 1C56
0.08 0,3<
0.21 0.23

648 723
0.:: -0.04
0.27 0.25

9163 8576
0.11 0.00
0.36 0.34

8
0.31
0.3d

84
0.03
0.17

J
0.13
0.?5

44
-0.35
0.L9

17
0.07
0.31

9
-9.07
C.27

2
-0.22
0.25

33
0.11
0.43

0.::
0.47

29
0.11
0.33

57
-0. C7
0.31

61
0.08
0.37

lB
-3,:7
0.43

BL
0.G5
0.32

165
-0.05
0.24

147
-9.03
0.42

115
-0.02
0.1<

a2
-3.2L
1.34

63
0.01
0.34

35
0.00
0.32

129
0.2:
0 .41

15.!
0.10
0.34

172
0.10
0.34

1541
0.02
0.4s

2
0.76
0.91

50
0.13
o.?:

3
-0.:0
0.35

27
0.37
0.34

5
0.3J
0,72

10
0.1?
0.22

2
0.03
O.ca

19
0.0:
o.3a

19
-9.03
0.39

29
0.C5
o.3a

39
-0.23
0.52

51
0.02
0.12

-5. J
0.25

40
0.99
o.3a

9a
0,:1
0,29

79
-0.03
0.35

6r3
0.52
0.45

J:
-0.08
0.34

29
0,11
0.31

16
0.09
0.55

sa
0.27
0.48

92
0.28
0.51

0.:;
0.47

a~a
0.09
0.44

~ 12

61
0.21
0.41

4?2
0,00
0.13

4:5
O.l;
0.?5

47:
0.20
0.14

2 :i
0.05
0.3)

173
0.C5
0,29

333
0.13
0.37

243
0.07
0.3?

355
0.16
0.45

4?4
0.1:
0.42

5a2
-3.92
0.37

536
0.10
0.35

24:
-3.:2
0.?:

1137
0.11
0.41

lla5
-3.32
0.30

1345
0.9%
0.4;

1::3
0.55
0.19

1153
0.02
0.42

700
0.05
0.31

612
-0.02
0.36

65L
0.1:
0.31

12i4
0.04
0.28

1266
0.03
0.11

15622
0.05
0.]8

12-15

21
0.16
0.4L

1!6
o.5a
0.:5

1:4
0.21
0.30

1?$
0.>1
0.?0

4?
0.’37
0.34

:3
0.!1
0.23

42
0.25
0.19

1;
C.3:
0.25

0.;;
o.4a

32
0.23
0.43

Ic:
0.:2
0.J9

5:
0.11
0.30

25
-’3.’22
0.53

1C7
0.2:
0.:2

225
0.C2
0.30

279
,3, Q7
0.$3

259
0.!4
o.3a

3:3
0.03
0.13

112
0.05
0.15

132
0.0>
0.14

156
0.24
0.16

2s9
0.:5
0.2’2

u .7
0.30

1004
0.11
0.34

16-20

a
o.i9
0.s3

71
o.~a
0.:7

1?5
0.:5
0.31

55
0.35
0.13

14
O.JI
0,:5

7
0.03
0.29

6
0.C4
0.$3

3
0,03
0.:3

15
0.:1
0.71

11
0.33
0.40

31
0.2:
0.35

15
0.41
0.49

13
-0.07
0.<1

11
0.2<
0.42

B:
-$.93
0.2$

105
0.03
0.::

9(
0.::
0.42

119
0.39
0.37

65
0.:0
0.31

31
0.32
0.11

96
0.25
0.4L

u:
0.2:
0.37

113
0.16
o.2a

1246
0.L4
0.3s

20-24

7
o.la
0.40

3a
0.15
0.24

14
0.?9
0.35

19
0.11
0.26

3’
o.La
0.!3

o
----
----

0
----
----

0
-.. .
----

8
0.09
o.>~

0.0:
0.12

11
0.23
0.34

5
0.22
0.24

0
----
-, ---

0
----
----

13
0.05
0.37

29
-0.04
0.45

2Q
0.01
0.27

32
0.05
0.41

9
0.14
0.27

15
0.09
0.32

23
0.2L
0.27

65
0.20
0.28

11
0.2$
0.34

392
0.15
0.11

24-?9

3
0.49
0.49

14
O.i:
0.2:

54
0.:1
0.29

6
0.3:
0.?4

0
. . . .
----

0
-.. .
----

0
----
----

0
----
----

o.2i
0.23

0.s:
0.62

2
0.:1
O.la

0
----
----

0
-.. .
----

0
----
----

2
-3.23
0.16

7
-3. !5
0.14

1
-0.’29
0.09

7
0,!5
0.34

1
0.2J
0.23

5
-0.11
0.41

14
0.15
O.$i

30
0.:2
0.47

5
0.17
0.45

1$1
0.2!
0.17



Table 6. Comparison of Two and Three Frequency Algorithm Performance.
Bias, rtns residual values in cm of path delay.

18,21,37 18, 21 21,37
TEST DATA # RAOBS BIAS RMS BIAS RMS BIAS RMS

All Weather
Clear Only
Lz=.01-O.5 n~n
L.z=O.5-1.O Illtl

1.Z=l.O-1.5  mn
W < 12 n]/s
W=12-16 n]/s
W=16-20 nl/s
W=20-24 m/s
W=?4-28 n]/s

20597
9363
8576
1541
878

15822
3004
1246
392
153

0.07 0.37 0.01 0.80 0.31 1.41
0.13 0.36 -0.24 0.54 0.58 1.38
0.00 0.34 -0.18 0.56 0.24 1.35
0.02 0.45 0.73 0.99 -0.34 1.42
0.09 0.44 1.61 1.75 -0.34 1.60
0.05 0.38 0.15 0.76 -0.23 0.91
0.13 0.34 -0.30 0.80 1.49 1.69
0.14 0.35 -0.57 0.95 2.63 2.75
0.16 0.33 -0.89 1.10 3.75 3.81
0.21 0.37 -1.33 1.49 5.15 5.22

Table 7. TMR Path Delay Retrieval Algorithm Error Budget.

Error Source
----- ---- -... ----

Inherent

Vapor abs. model

Oxygen abs. model

Liquid abs. model

Contribution to path delay algorithm error (cm)
----- ---- ----- ----- ------ ----- ----- ---- ----- ----- -
Al 1 Clear, Calm, Clear, Cloudy,

Weather Calm Cloudy Windy Windy

0.37 0.36 0.44 0.36 0.46

0.80 0.80 0.80 0.80 0.80

0.05 0.05 0.05 0.05 0.05

0.03 0 0.10 0 0.10

Specular sea surf. 0.20 0.20 0.20 0.20 0.20
emissivity model

Emissivity versus 0.21 0 0 0.55 0.55
wind speed model

RSS algorithm error 0.93 0.90 0.94 1.06 1.10
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Table 8. Total Error Budget for TMR
Range Correction

Error Source

Antenna Temperature Calibration
and Beam Pattern Correction

Decorrelation Between TMR and
Altimeter Main Beams

Beam Size Differences for
3 TMR Channels

Path Delay Retrieval
Algorithm Error

Wet Troposphere

Path Delay Error
Contribution (cm)

0.69

0.30

0.11

0.93
—

RSS Total Error 1.20
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Figure Captions:

Figure 1: Variation of the ratio of vapor-induced path delay to
vapor burden with vapor burden from radiosonde calculations.

Figure 2: Component absorption spectra over 5-40 GHz for nominal
atmospheric profiles of temperature and vapor density (see
text) The liquid absorption is for a cloud liquid density of
2 g/m3.

Figure 3: Component opacity spectra over 5-40 GHz for the nominal
atmosphere. The liquid compo ents are due to 0.5 km thick clouds

3with liquid density of 2 g/m .

Figure 4a: Sea surface specular emissivity spectra from 5-40 GHz
based on the dielectric properties model of Klein and
Swift [55].

Fiaure 4b: Sea surface specular flux component spectra from 5-40
“GHz based on the diel~ctric
Swift [55].

Figure 5: Spectra of satellite
components from 5-40 GHz.

properties model of Klein and

microwave brightness temperature

Figure 6: Sensitivity spectra of satellite brightness temperatures
from 5-40 GHz. Individual curves show the brightness temperature
changes relative to the nominal model atmosphere due to
increments in atmospheric and sea surface parameters which
represent 10-20% of their total expected variability.

Figure 7: Sensitivity spectra of satellite brightness temperatures
from 5-40 GHz due to variability in the height distribution of
water vapor. The integrated vapor content is 3.0 cm for all
cases.
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